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Abstract

This paper deals with iterative learning control design for multiple-input multiple-output (MIMO), linear time-invariant (LTI) systems. Two
particular ILC schemes are considered and analyzed in both frequency and time domains. Some remarks on the convergence, implementation,
robustness with respect to disturbances and reinitialization errors, as well as positive realness issues related to both schemes are provided.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Iterative learning control (ILC) is an attractive technique
when it comes to dealing with systems that execute the same
task repeatedly over a finite time-interval. The key feature of
this technique is to use information from the previous (and/or
current) operation (or iteration) in order to enable the controlled
system to perform progressively better from operation to oper-
ation. This technique has been the center of interest of many re-
searchers over the last two decades (see, for instance, Arimoto,
Kawamura, & Miyazaki, 1984; Bien & Xu, 1998; Chen & Wen,
1999; Moore, 1993, 1999; Xu & Tan, 2003).

Some interesting results on ILC design, related to the strict
positive realness property, have been discussed in Arimoto and
Naniwa (2000, 2001) and Kuc and Lee (1996). In fact, one
of the results of Arimoto and Naniwa (2000, 2001) shows the
existence of a convergent P-type ILC scheme, using only the
tracking error from the previous iteration with a small learning
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gain, for strictly positive real (SPR) systems. In Kuc and Lee
(1996), it is shown that a P-type ILC scheme, using only the
tracking error from the current iteration, with a positive learn-
ing gain guarantees the convergence of the tracking error to
zero for SPR systems. Note that, initially, ILC techniques where
based upon the use of the tracking errors from the previous it-
erations. The benefits of introducing the current-cycle tracking
error in ILC algorithms has been shown later on in several pa-
pers such as Xu, Wang, and Heng (1995), Kuc and Lee (1996)
and Chen, Wen, and Sun (1997). In the recent paper (Norrlöf
& Gunnarsson, 2005), dealing with discrete-time ILC, it has
been shown that causal ILC algorithms, using only the current-
iteration tracking error, do not guarantee a monotonic conver-
gence of the tracking error to zero. In French, Munde, Rogers,
and Owens (1999), a high gain feedback based adaptive ILC
scheme has been proposed for single-input single-output–linear
time-invariant (SISO–LTI) systems with relative degree one
assuming the knowledge of the sign of the first Markov parame-
ter. In Owens, Li, and Banks (2004), a multiple-input multiple-
output (MIMO) repetitive control problem is considered for
periodic references and disturbances, and some stability results
related to the positive realness property have been provided.
For the design of output-based ILC (i.e., using just the output
measurements) for systems with arbitrary relative degree, see
for instance Chien and Yao (2004), French and Rogers (2000),
Sun and Wang (2001) and Tayebi (2006a).
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In the present paper, we consider two particular P-type1 ILC
schemes for MIMO–LTI systems, and we discuss the issues of
convergence, implementation, robustness with respect to dis-
turbances and reinitialization errors, as well as the positive
realness properties, related to both schemes. The two quite
general ILC schemes—from which the most common P-type
ILC schemes in the literature can be retrieved (see, for in-
stance, Phan, Longman, & Moore, 2000; Xu, Lee, & Zhang,
2004)—considered here are analyzed in the frequency and time
domains. Both ILC schemes are based on feedback and feed-
forward actions. Two different updating laws for the feedfor-
ward action are discussed: the first one is based on the use of
the tracking error from the current cycle, and involves m iter-
ative variables,2 where m is the number of system inputs. The
second updating law is based on the tracking error from the
previous cycle and therefore, requires more iterative variables
than the first one, namely, p + m, where p is the dimension of
the output vector. A convergence condition related to the no-
tion of extended strictly positive real (ESPR) property, in the
frequency domain, is derived and is shown, under a particu-
lar choice of the learning filters, to be the same for both ILC
schemes. Furthermore, we provide some sufficient conditions
for both schemes, in the time-domain, for the existence of con-
stant ILC filters leading to zero tracking-error for a class of
MIMO–LTI systems (not necessarily SPR).

2. ILC schemes description

Let us consider the following MIMO system:

Yk(s) = G(s)Uk(s), (1)

where k ∈ Z+ denotes the operation or iteration number and
G(s) is a p × m transfer function matrix belonging to the field
of real rational functions of s.

Our objective is to design an iterative rule to generate the
control input uk(t), such that the system output yk(t) converges
to the desired output yd(t) when k goes to infinity for all t
within the finite time-interval [0, T ].

Throughout this paper, we assume that the initial resetting
condition is satisfied, i.e., yk(0)=yd(0), and without any loss of
generality, we consider that yk(0)=yd(0)=0. In what follows,
the Laplace variable s will be omitted when this does not lead
to any confusion.

There are several definitions for positive real (PR) systems
available in the literature. In this paper we will adopt the fol-
lowing definition (Sun, Khargonekar, & Shim, 1994):

1 Note that P-type ILC is the most looked after ILC scheme for its
simplicity since it does not require the use of the output-time derivatives.
However, the design of P-type ILC schemes is a challenging problem for
systems with relative degree greater than or equal to one (Arimoto, 1996;
Chien & Liu, 1996; Kuc, Lee, & Nam, 1992; Saab, 1994).

2 By iterative variables, we mean the variables to be saved in the memory
at each sampling time.
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Fig. 1. ILC scheme 1: using only the tracking error from the current iteration.

Definition 1. A square transfer function matrix H(s) is said
to be

(1) PR if it is analytic in Re(s) > 0 and satisfies H(s) +
H ∗(s)�0 for Re(s) > 0.

(2) SPR if it is analytic in Re(s)�0 and satisfies H(j�) +
H ∗(jw) > 0 for � ∈ [0, ∞).

(3) ESPR if it is SPR and satisfies H(j∞) + H ∗(j∞) > 0.

where H ∗(s) denotes the conjugate transpose of the matrix
H(s). Throughout this paper, for Hermitian positive definite
matrices P1 and P2, the notation P1 > P2 (respectively, P1 �P2)
means that P1 − P2 is positive definite and P2 − P1 is negative
definite (respectively, P1−P2 is positive semi-definite and P2−
P1 is negative semi-definite).

In this paper, the following two ILC schemes are considered:

• ILC Scheme 1: The first ILC scheme using the tracking
error from the current iteration in the parametric updating
law, shown in Fig. 1, is given by

Uk(s) = K1(s)Ek(s) + �k(s), (2)

�k(s) = �k−1(s) + K2(s)Ek(s), (3)

with �−1(s) = 0.
• ILC Scheme 2: The second ILC scheme using the tracking

error from the previous iteration in the parametric updating
law, shown in Fig. 2, is given by

Uk(s) = K1(s)Ek(s) + �k(s), (4)

�k(s) = �k−1(s) + K2(s)Ek−1(s), (5)

with �−1(s) = 0 and E−1(s) = 0.

In both ILC schemes, K1(s) and K2(s) are m × p matrices,
�k(s) is an m × 1 vector, Ek(s) = Yd(s) − Yk(s) = L[ek(t)],
Yk(s) = L[yk(t)], Yd(s) = L[yd(t)], Uk(s) = L[uk(t)] and
�k(s)=L[�k(t)]. The variable ek=yd−yk denotes the tracking
error at the iteration k.
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Fig. 2. ILC scheme 2: using the tracking errors from the current and the
previous iteration.

3. ILC design in the frequency domain

First of all, let us consider the ILC scheme 1 and try to derive
some conditions under which the stability and convergence of
the iterative process is guaranteed. Towards this end, let us
subtract the tracking errors at the iteration k and the iteration
k − 1, to get

Ek − Ek−1 = − (Yk − Yk−1) = −G(Uk − Uk−1)

= − GK1(Ek − Ek−1) − GK2Ek , (6)

which leads to

Ek = ((I + GK)−1(I + GK1))Ek−1, (7)

where K(s) = K1(s) + K2(s). From (7), using the fact that
‖Ek(s)‖2 = ‖ek(t)‖2, it is clear that

‖ek(t)‖2 �‖(I + GK)−1(I + GK1)‖∞‖ek−1(t)‖2, (8)

and hence

‖ek(t)‖2 �‖(I + GK)−1(I + GK1)‖k∞‖e0(t)‖2

= ‖I − (I + GK)−1GK2‖k∞‖e0(t)‖2. (9)

Note that at the first iteration, i.e., for k=0, the variable �−1(t)

is set to zero. Therefore, the ILC scheme in Fig. 1, at the
first iteration, is a unity feedback system, with a feedback con-
troller K(s). Therefore, the stability of the closed-loop system
(I +G(s)K(s))−1G(s)K(s) is required if one seeks the bound-
edness of ‖e0(t)‖2 over an infinite time-interval. However, the
boundedness of ‖e0(t)‖2,[0,T ] over a finite time-interval [0, T ]
does not require the stability of the closed-loop system. Con-
sequently, over a finite time-interval [0, T ], one can conclude
that if

‖(I + GK)−1(I + GK1)‖∞ < 1, (10)

then ‖ek(t)‖2,[0,T ] is bounded for all k ∈ Z+ and limk→∞‖ek

(t)‖2,[0,T ] = 0.

Now, if we chose K2 = −2K1, inequality (10) becomes

‖(I − GK1)
−1(I + GK1)‖∞ < 1, (11)

which is equivalent to

(I − GK1)
−1(I + GK1)(I + GK1)

∗(I − GK1)
−∗ < I , (12)

where X−∗ ≡ (X∗)−1 denotes the inverse of the conjugate
transpose of the matrix X. Multiplying (12) by (I −GK1) from
the left and (I − GK1)

∗ from the right, we obtain

(I + GK1)(I + GK1)
∗ < (I − GK1)(I − GK1)

∗, (13)

and finally, substituting K1 = − 1
2K2, the previous inequality

leads to

G(j�)K2(j�) + (G(j�)K2(j�))∗ > 0, ∀��0. (14)

According to the previous development, one can state the fol-
lowing result:

Proposition 1. Consider system (1) under the ILC scheme
(2)–(3) shown in Fig. 1 with K2(s) = −2K1(s). If G(s)K2(s)

is ESPR, then ‖ek(t)‖2,[0,T ] is bounded for all k ∈ Z+ and
limk→∞‖ek(t)‖2,[0,T ] =0 (monotonic convergence in the sense
of the L2-norm).

In the same way as in the proof of Proposition 1, one can
prove the following result related to the ILC scheme 2:

Proposition 2. Consider system (1) under the ILC scheme
(4)–(5) shown in Fig. 2 with K2(s) = 2K1(s). If G(s)K2(s)

is ESPR, then ‖ek(t)‖2,[0,T ] is bounded for all k ∈ Z+ and
limk→∞‖ek(t)‖2,[0,T ] =0 (monotonic convergence in the sense
of the L2-norm).

Now, the following remarks are in order:

Remark 1. Following the same steps of the proof of Proposi-
tion 1, one can show that if K1(s)=0 in the ILC scheme 1 and
K1(s)=K2(s) in the ILC scheme 2, the convergence condition
for both schemes becomes

G(j�)K2(j�) + (G(j�)K2(j�))∗

+ G(j�)K2(j�)K∗
2 (j�)G∗(j�) > 0, ∀��0,

which is obviously satisfied if (14) is satisfied, and therefore
the result in Proposition 1 holds also with K1(s) = 0 and the
result in Proposition 2 holds also with K1(s) = K2(s).

Remark 2. If K1(s)=−K2(s) in the ILC scheme 1 and K1(s)=
0 in the ILC scheme 2, the convergence condition for both
schemes becomes

G(j�)K2(j�) + (G(j�)K2(j�))∗

− G(j�)K2(j�)K∗
2 (j�)G∗(j�) > 0, ∀��0.

In this case, the convergence condition is not guaranteed to
be satisfied if (14) is satisfied. In fact, it could be satisfied if
(14) is satisfied and ‖K2‖ is sufficiently small. Note that the
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ILC scheme 2 with K1 = 0 has been addressed in Arimoto and
Naniwa (2000, 2001), in the time domain, showing the exis-
tence of a sufficiently small gain K2 leading to the convergence
of the tracking error to zero for output-dissipative (SPR plus
an extra condition) systems.

Remark 3. After some simple algebraic manipulations, one
can easily see that the ILC scheme (2)–(3) can be rewritten in
the following form:

Uk = Uk−1 + (K1 + K2)Ek − K1Ek−1, (15)

which is in the same form as the ILC scheme—using the pre-
vious and the current iteration tracking errors—considered by
many authors in the literature, e.g., Amman, Owens, Rogers,
and Wahl (1996), Phan et al. (2000), and Xu et al. (2004). From
(15), it is clear that by taking K1 = −K2 we obtain the classi-
cal P-type ILC using only the previous tracking error (Arimoto
et al., 1984; Arimoto & Naniwa, 2000, 2001). On the other
hand, taking K1 = 0 leads to the P-type ILC using only the
current iteration tracking error (Kuc & Lee, 1996; Tayebi &
Zaremba, 2003).

Also, the ILC scheme (4)–(5) can bee rewritten in the fol-
lowing form:

Uk = Uk−1 + K1Ek + (K2 − K1)Ek−1. (16)

From (16), it is clear that by taking K1 = 0 we end up with the
classical P-type ILC using the previous iteration tracking error,
and by taking K1 =K2 we obtain the P-type ILC scheme using
the current iteration tracking error.

Remark 4. From Remark 3, it is clear that it is advantageous
to implement (2)–(3) instead of (15). In fact, to implement (15),
we need to save uk and ek in the memory at each sampling
time, i.e., we need to save m + p variables at each sampling
time, while using (2)–(3) we need to save just m variables at
each sampling time.

Remark 5. One can easily see that if we take K2 = −2K1 in
(15) and K2 = 2K1 in (16), we end up with the same ILC law

Uk = Uk−1 + 1
2K2(Ek + Ek−1),

which explains that the convergence condition GK2 +
(GK2)

∗ > 0 is the same for both schemes. This convergence
condition is related to the fact that the control input is not
adjusted just according to the tracking error signal from the
current iteration or the tracking error signal from the previ-
ous iteration, but it is adjusted according to the instantaneous
average of the two signals.

Remark 6. It is worth noting that the ILC scheme 1 uses m
iterative variables, while the ILC scheme 2 uses p + m itera-
tive variables. Although, the number of iterative variables is in-
creased in the ILC scheme 2 with respect to the ILC scheme 1,
the fact of using the tracking error from the previous iteration in
the iterative law (5), offers more flexibility for the choice of the

filter K2(s). In fact, since the tracking error at the previous
iteration is available over the whole operation time-interval, the
filter K2(s) can be non-causal. In this case, it is not possible
to take K2 = 2K1 since K1 must be causal. Therefore, the
following condition3 must be used instead of the one used in
Proposition 2

‖(I + GK1)
−1(I + G(K1 − K2))‖∞ < 1.

Remark 7. As a particular case, if G(s) is square and ESPR
and if K2(s)=�I , with � being a positive scalar, then the conver-
gence condition in Propositions 1 and 2 is satisfied. Therefore,
before applying the ILC schemes, one can first try to design a
feedback controller making the closed-loop system ESPR. In
fact, in Sun et al. (1994) necessary and sufficient conditions,
given in terms of solutions to algebraic Riccati equations, for
the existence of a feedback controller making the closed-loop
system ESPR are provided.

4. ILC Design in the time-domain

Let us consider the class of MIMO–LTI systems described
by the following minimal state-space representation4:

ẋk(t) = Axk(t) + Buk(t),

yk(t) = Cxk(t), (17)

where xk ∈ Rn denotes the state vector, uk ∈ Rp denotes the
input vector and yk ∈ Rp denotes the output vector, at the
iteration k.

Let us consider the ILC scheme in Fig. 1, where K1(s) and
K2(s) are real matrices, that is

uk(t) = K1ek(t) + �k(t), (18)

�k(t) = �k−1(t) + K2ek(t), (19)

with �−1(t) = 0, K2 ∈ Rp×p and K1 ∈ Rp×p.
Let the reference trajectory be given by yd(t) ∈ C1[0,T ], and

assume that rank(CB) = p. Under these assumptions there ex-
ists a unique control input ud(t) such that yd(t) is the output
of the following system:

ẋd (t) = Axd(t) + Bud(t), xd(0) = xk(0),

yd(t) = Cxd(t), (20)

where xd is the desired state vector.
Using (17) and (20), in view of (18), one can obtain the

following error model:

˙̃xk(t) = Āx̃k(t) + B(ud − �k), x̃k(0) = 0,

ek(t) = Cx̃k(t), (21)

where x̃k = xd − xk , ek = yd − yk , Ā = A − BK1C.

3 This condition can be obtained in the same way as we did to obtain
(10) by using the ILC scheme (4)–(5) instead of (2)–(3).

4 For the sake of presentation simplicity, we considered here the case
where the direct transmission matrix is equal to zero, i.e., D ≡ 0, which is
the most common case in practical applications.
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Now, we are in position to state the following result:

Proposition 3. Consider system (17) under the ILC scheme
(18)–(19), over a finite time-interval [0, T ]. Let K2 = �1�2,
where �1 ∈ Rp×p is a symmetric positive definite matrix. Let
K1 ∈ Rp×p and �2 ∈ Rp×p be such that rank(�2) = p and
the transfer function defined by the triple {Ā, B, �2C} is PR.
Then x̃k(t), is bounded for all k ∈ Z+ and all t ∈ [0, T ], and
limk→∞ x̃k(t) = limk→∞ ek(t) = 0, ∀t ∈ [0, T ].

Proof. First, note that the condition rank(�2) = p is required
so that rank(K2)=p which ensures that ek(t) equals zero once
�k(t) = �k−1(t). Now, the error model (21) can be written as
follows:

˙̃xk(t) = Āx̃k(t) + B�̃k(t), x̃k(0) = 0,

ek(t) = Cx̃k(t), (22)

where �̃k(t) = ud(t) − �k(t).
Since the transfer function �2C(sI−Ā)−1B is PR, according

to Kalman–Yakubovich–Popov lemma (Ioannou & Sun, 1996;
Khalil, 2002), there exist P =P T > 0, and Q=QT �0 such that

ĀTP + P Ā = −Q,

PB = (�2C)T. (23)

Now, let us consider the following Lyapunov-like functional
candidate:

Vk(x̃k, �̃k) = 1

2
x̃T
k P x̃k + 1

2

∫ t

0
�̃

T
k (�)�−1

1 �̃k(�) d�. (24)

The difference of the Lyapunov-like functional (24), in view of
(18) and (23), is given by

�Vk = Vk − Vk−1

= 1

2
x̃T
k P x̃k − 1

2
x̃T
k−1P x̃k−1

+ 1

2

∫ t

0
(�̃

T
k �−1

1 �̃k − �̃
T
k−1�

−1
1 �̃k−1) d�,

= − 1

2
x̃T
k−1P x̃k−1 + 1

2
x̃k(0)TP x̃k(0)

+ 1

2

∫ t

0

d

d�
(x̃T

k P x̃k) d�

− 1

2

∫ t

0
(�̄

T
k �−1

1 �̄k + 2�̄
T
k �−1

1 �̃k) d�

= − 1

2
x̃T
k−1P x̃k−1 − 1

2

∫ t

0
(�̄

T
k �−1

1 �̄k + 2�̄
T
k �−1

1 �̃k) d�

+ 1

2

∫ t

0
(x̃T

k (ĀTP + P Ā)x̃k + 2x̃T
k PB�̃k) d�

= − 1

2
x̃T
k−1P x̃k−1 − 1

2

∫ t

0
(x̃T

k Qx̃k − 2eT
k �T

2 �̃k) d�

− 1

2

∫ t

0
(�̄

T
k �−1

1 �̄k + 2�̄
T
k �−1

1 �̃k) d�, (25)

where �̄k = �k − �k−1. Now, using (19), Eq. (25) leads to

�Vk = − 1

2
x̃T
k−1P x̃k−1 − 1

2

∫ t

0
�̄

T
k �−1

1 �̄k d�

− 1

2

∫ t

0
x̃T
k Qx̃k d�

= − 1

2
x̃T
k−1P x̃k−1

− 1

2

∫ t

0
x̃T
k (Q + CT�T

2 �1�2C)x̃k d��0. (26)

Since yd(t) ∈ C1[0,T ], it is clear that V0(t) is bounded over
the finite-time interval [0, T ]. Therefore, from the fact that
Vk(t) is non-increasing, one can conclude that x̃k(t), ek(t) and∫ t

0 �̃
T
k (�)�−1

1 �̃k(�) d� are bounded over [0, T ]. Since yd(t) ∈
C1[0,T ], it is clear that ud(t) is bounded over any finite time-

interval and hence, it is clear that
∫ t

0 �T
k (�)�−1

1 �k(�) d� as well
as the L2-norm of uk(t) are bounded for all k ∈ Z+ and all
t ∈ [0, T ].

Finally, to show the convergence of ek(t) to zero when k
tends to infinity, let us rewrite Vk as follows:

Vk = V0 +
j=k∑
j=1

�Vj �V0 − 1

2

j=k∑
j=1

x̃T
j−1P x̃j−1,

which leads to

j=k∑
j=1

x̃T
j−1(t)P x̃j−1(t)�2(V0(t) − Vk(t))�2V0(t). (27)

Since V0(t) and x̃k(t) are bounded for all k ∈ Z+ and t ∈
[0, T ], one can conclude that limk→∞x̃k(t) = 0 and conse-
quently limk→∞ ek(t) = 0, ∀t ∈ [0, T ]. �

Now, let us consider the ILC scheme in Fig. 2, where K1(s)

and K2(s) are real matrices, that is

uk(t) = K1ek(t) + �k(t), (28)

�k(t) = �k−1(t) + K2ek−1(t), (29)

with �−1(t) = 0, e−1(t) = 0, K2 ∈ Rp×p and K1 ∈ Rp×p. Our
result concerning the ILC scheme 2 can be stated as follows:

Proposition 4. Consider system (17) under the ILC scheme
(28)–(29), over a finite time-interval [0, T ]. Let K2 = �1�2.
If there exist K1, P = P T > 0, Q = QT �0, �1 = �T

1 > 0 and
�2 ∈ Rp×p such that rank(�2) = p and

ĀTP + P Ā + PB�1B
TP = −Q,

PB = (�2C)T. (30)

Then x̃k(t) is bounded for all k ∈ Z+ and all t ∈ [0, T ], and
limk→∞ x̃k(t) = limk→∞ ek(t) = 0, ∀t ∈ [0, T ].
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Proof. Let us consider the following Lyapunov-like functional
candidate:

Vk(x̃k−1, �̃k) = 1

2
x̃T
k−1P x̃k−1 + 1

2

∫ t

0
�̃

T
k (�)�−1

1 �̃k(�) d�, (31)

whose difference, in view of (28) and (30), is given by

�Vk = 1

2
x̃T
k−1P x̃k−1 − 1

2
x̃T
k−2P x̃k−2

+ 1

2

∫ t

0
(�̃

T
k �−1

1 �̃k − �̃
T
k−1�

−1
1 �̃k−1) d�,

= − 1

2
x̃T
k−2P x̃k−2

+ 1

2

∫ t

0
(x̃T

k−1(Ā
TP + P Ā)x̃k−1 + 2eT

k−1�
T
2 �̃k−1) d�

− 1

2

∫ t

0
(�̄

T
k �−1

1 �̄k + 2�̄
T
k �−1

1

× (�̃k − �̃k−1 + �̃k−1) d�. (32)

Now, using (29), Eq. (32) leads to

�Vk = −1

2
x̃T
k−2P x̃k−2 − 1

2

∫ t

0
x̃T
k−1Qx̃k−1 d��0. (33)

The remaining of the proof is omitted since it follows the lines
of the proof of Proposition 3. �

Remark 8. As mentioned in Remark 3, the control laws
(18)–(19) and (28)–(29) can be rewritten as follows:

uk = uk−1 + F1ek + F2ek−1, (34)

with F1 = K1 + K2, F2 = −K1 for the control law (18)–(19)
and F1 =K1, F2 =K2 −K1 for the control law (28)–(29). Many
authors in the literature, considered the ILC scheme (34), but,
to the best of our knowledge, there is no reference in the liter-
ature stating that it is straightforward to obtain F1 and F2 for
systems with relative degree one, and discussing the possibility
of implementing the control scheme (34) as (18)–(19). In fact,
the learning gains F1 and F2, for the ILC scheme (34), could
be designed using Proposition 3 and F1 =K1 +K2, F2 =−K1,
for PR systems (or systems that can be made PR via an ade-
quate choice of �2 and K1). As for the implementation, it is
preferable to implement (18)–(19) instead of (34). Indeed, by
implementing (34), we have to save uk and ek at each sampling
time, while by implementing (18)–(19), we have just to save
�k at each sampling time.

Remark 9. It is worth noting that if the system is PR, then the
result of Proposition 3 can be simplified by taking �2 = I and
K1 = 0. Note that in the case where �2 = I and K1 = 0, the
authors in Kuc and Lee (1996) show the convergence of the

tracking error to zero for SPR systems, while in our Proposition
3, the PR condition is enough.

Remark 10. It is worth pointing out that if the transfer func-
tion defined by the triple{A, B, �2C} is PR, then K1 can be
taken equal to zero. Otherwise, K1 and �2 have to be de-
signed to make the transfer function defined by the triple {A −
BK1C, B, �2C} PR. In fact, for a given system described by
the triple {A, B, C}, a necessary and sufficient condition, for-
mulated as an LMI problem, for the existence of a gain K such
that the transfer function defined by the triple {A−BKC, B, C}
is SPR is given in Huang, Ioannou, Maroulas, and Safonov
(1999). Moreover, if the condition is satisfied and a certain ma-
trix is obtained using LMIs, an explicit solution for K is pro-
vided. To use this result in our case, one should take K1 =K�2
and design K and �2 according to Huang et al. (1999).

Remark 11. Note that, in contrast to the result in Proposition
3, the PR condition is not sufficient to guarantee the conver-
gence for the ILC of Proposition 4. In fact, the convergence
condition of Proposition 4 can be satisfied by choosing �1 > 0
with sufficiently small eigenvalues, and K1 and �2 such that
�2C(sI − Ā)−1B is SPR. Note that the result in Proposition
4, with K1 = 0, has been addressed in Arimoto and Naniwa
(2000, 2001) with a different proof.

Remark 12. From a theoretical point of view it is clear that
there is no advantage of applying the ILC scheme 2 over the
ILC scheme 1. Nevertheless, in practical applications perhaps,
the ILC scheme 2, involving the tracking error from the previ-
ous iteration, might give the designer the ability to manipulate
the tracking error profile saved in the memory before actually
applying it to the system (i.e., for instance, filtering the data
off-line to reduce the measurement noise).

Remark 13. Under the same feedback gain K1, the ILC
scheme (18)–(19) exhibits more robustness with respect to
reinitialization errors5 than the ILC scheme (28)–(29). This is
due to the fact that �1 (and hence K2) can be chosen arbitrarily
large in the control scheme (18)–(19), while �1 is generally
restricted to be sufficiently small for the control law (28)–(29)
according to Remark 11. In fact, if we assume that ‖x̃k(0)‖��
for all k, and following the steps of the proof of Proposition 3,
we obtain

�Vk = 1

2
x̃k(0)TP x̃k(0) − 1

2
x̃T
k−1P x̃k−1

− 1

2

∫ t

0
x̃T
k (Q + CT�T

2 �1�2C)x̃k d�

� 1

2
	max(P )�2 − 1

2
	min(P )‖x̃k−1(t)‖2

− 1

2
	min(Q + CT�T

2 �1�2C)

∫ t

0
‖x̃k(�)‖2 d�, (35)

5 A detailed discussion on initial conditions in ILC can be found in
Xu and Yan (2005).
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where 	min(�) (resp. 	max(�)) denotes the minimum (resp. max-
imum) eigenvalue of (�). Therefore, it is possible to overcome
the effect of the positive term 1

2	max(P )�2, over (0, T ], by
choosing �1 sufficiently large.

On the other hand, under the ILC scheme (28)–(29), if we
assume that ‖x̃k−1(0)‖�� for all k, and following the steps of
the proof of Proposition 4, we obtain

�Vk = 1

2
x̃k−1(0)TP x̃k−1(0)

− 1

2
x̃T
k−2P x̃k−2 − 1

2

∫ t

0
x̃T
k−1Qx̃k−1 d�

� 1

2
	max(P )�2 − 1

2
	min(P )‖x̃k−2(t)‖2

− 1

2
	min(Q)

∫ t

0
‖x̃k−1(�)‖2 d�. (36)

Therefore, to overcome the effect of the positive term
1
2	max(P )�2 one should rely on the feedback gain K1 leading
(if possible) to a sufficiently small value for 	max(P )/	min(Q).

The same observation can be made regarding the robustness
of the two ILC schemes with respect to bounded disturbances
since, similarly to the reinitialization error case, the distur-
bances will generate an additional term in Eqs. (35) and (36).

Remark 14. Concerning the convergence rates achieved by
the two ILC schemes under consideration, one can argue that,
for the same feedback gain K1, the ILC scheme (18)–(19) will
potentially lead to higher convergence rates (by increasing �1)
than the ILC scheme (28)–(29) for which the convergence gen-
erally restricts �1 to be sufficiently small. In fact, from (26),

one can see that �Vk
$= Vk −Vk−1 can be made arbitrarily large

(negative) by increasing �1.

Now, one can show that the positive realness condition of
Proposition 3 can be traded against a partial knowledge6 of the
first Markov parameter (or high-frequency gain matrix) CB as
stated below

Proposition 5. Consider system (17), under the ILC scheme
(18)–(19), over a finite time-interval [0, T ]. Let K2 =
�1(CB)TP , where �1 ∈ Rp×p is a symmetric positive definite
matrix. Let K1 ∈ Rp×p and P ∈ Rp×p such that P = P T > 0
and ĀTP1 + P1Ā − P1B�1B

TP1 = −Q1, with P1 = CTPC,
Q1 = QT

1 �0. Then x̃k(t) is bounded for all k ∈ Z+ and all
t ∈ [0, T ], and limk→∞ ek(t) = 0, ∀t ∈ [0, T ].

Proof. Here, we consider the following Lyapunov-like func-
tional candidate:

Vk(ek, �̃k) = 1

2
eT
k P ek + 1

2

∫ t

0
�̃

T
k (�)�−1

1 �̃k(�) d�, (37)

6 For square MIMO systems we assume the knowledge of a matrix 

such that CB
 = 
T(CB)T > 0, while for SISO systems we assume the
knowledge of the sign of CB.

which leads to

�Vk = − 1

2
eT
k−1Pek−1

− 1

2

∫ t

0
�̄

T
k �−1

1 �̄k d� + 1

2

∫ t

0
x̃T
k (ĀTP1 + P1Ā)x̃k d�

= − 1

2
eT
k−1Pek−1 − 1

2

∫ t

0
x̃T
k (P1B�1B

TP1)x̃k d�

+ 1

2

∫ t

0
x̃T
k (ĀTP1 + P1Ā)x̃k d�

= − 1

2
eT
k−1Pek−1 − 1

2

∫ t

0
x̃T
k Q1x̃k d��0. (38)

The remaining of the proof follows the same lines of the proof
of Proposition 3 and hence omitted. Note that rank(CB) = p

is required so that ek(t) equals zero once �k(t) = �k−1(t).
Note also that, this proof shows just the boundedness of ek(t).
However, the boundedness of x̃k(t) is guaranteed over any
finite time-interval, since there is no finite escape-time for
system (22). �

Now, using the ILC scheme (28)–(29), one has the following
result:

Proposition 6. Consider system (17), under the ILC scheme
(28)–(29), over a finite time-interval [0, T ]. Let K2 =
�1(CB)TP . Let K1 ∈ Rp×p, P ∈ Rp×p, �1 ∈ Rp×p such that
P = P T > 0, �1 = �T

1 > 0 and ĀTP1 + P1Ā + P1B�1B
TP1 =

−Q1, with P1 = CTPC, Q1 = QT
1 �0. Then x̃k(t) is bounded

for all k ∈ Z+ and all t ∈ [0, T ], and limk→∞ek(t) = 0,
∀t ∈ [0, T ].

Proof. The proof is established by considering the following
Lyapunov-like functional candidate:

Vk(ek−1, �̃k) = 1

2
eT
k−1Pek−1 + 1

2

∫ t

0
�̃

T
k (�)�−1

1 �̃k(�) d�, (39)

and following the same lines of the proofs of Propositions 4
and 5. �

Remark 15. If there exists a non-singular matrix 
 such that
CB
 = 
T(CB)T > 0, then it is possible to take K2 = 
P

in Propositions 5 and 6 and hence avoid the use of CB in the
control laws (Ioannou & Sun, 1996). The proof of this claim
follows directly from the proofs of Propositions 5 and 6 when
�−1

1 is substituted by (CB)T
−1 = (
−1)T(CB
)T
−1 in the
Lyapunov-like functional.

Remark 16. Note that for SISO systems, it is possible to
take K2 = P sgn(CB), where P is a positive parameter,
in Propositions 5 and 6. This result is obtained by setting
�1 = sgn(CB)(CB)−1. Therefore, only the sign of the high-
frequency gain is needed for systems with relative degree one
satisfying the conditions of Propositions 5 and 6.

Remark 17. It is worth noting that, regardless of the stability
of Ā, one can see from (38), that it is possible to guarantee the
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convergence of the ILC scheme of Proposition 5 by picking
P =P T > 0 and �1=�T

1 > 0 such that the minimum eigenvalue
of �1 is sufficiently large. As for the ILC scheme of Proposition
6, the convergence condition could be satisfied by picking K1
such that Ā is Hurwitz, P =P T > 0 and �1 =�T

1 > 0 such that
the maximum eigenvalue of �1 is sufficiently small.

5. Conclusion

Two ILC schemes for MIMO–LTI systems have been dis-
cussed in this paper. Some remarks on the convergence, im-
plementation, robustness with respect to reinitialization errors
and disturbances, as well as positive realness issues of both
ILC schemes have been provided. In particular, it is shown
that, upon an appropriate choice of the filters K1(s) and K2(s),
the convergence condition in the frequency domain for both
schemes is the same, i.e., GK2 + (GK2)

∗ > 0. From this con-
dition, it is clear that the design of convergent ILC schemes for
MIMO–LTI systems is straightforward and does not require the
knowledge of the system parameters, if the system is ESPR.
Furthermore, we derived some sufficient convergence condi-
tions, in the time-domain, for both schemes with constant ILC
filters for a class of systems not necessarily SPR.
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