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Abstract— This paper addresses the output consensus prob-
lem of heterogeneous multi-agent systems. Specifically, we
propose consensus algorithms that account for input saturations
using only the available output measurements. Our approach
takes roots from a simple design procedure built around ideal

first order consensus schemes (full state availability and no
input saturations) and extends to the more challenging case
including systems heterogeneity, input saturations and partial
state availability. Numerical examples are provided to illustrate
the effectiveness of the obtained theoretical results.

I. INTRODUCTION

The consensus problem in multi-agent systems has been

actively studied over the last decade due to its numerous

applications in the cooperative control of multiple vehicle

systems. Using local information exchange, the consensus

problem consists in finding appropriate algorithms that drive

a team of agents to reach an agreement on some consistent

quantities or a common objective. Using graph theory, ma-

trix theory, frequency-domain analysis tools and Lyapunov

methods, several consensus algorithms for multi-agent sys-

tems with first order dynamics have been proposed in the

literature, see for example [1]-[8] and references therein. The

consensus problem of multi-agent systems with second order

dynamics has also received a wide interest, especially in the

last few years, leading to several interesting results such as

[9]-[13] to cite only a few. This interest is motivated by the

close relationship between consensus problems and motion

coordination of complex dynamical systems such as forma-

tion control, Rendez-vous, and synchronization problems.

Although a particular emphasis in the above references

is given to the study of the effects of the communica-

tion topology between agents, several practical constraints

that are generally imposed in practical environments have

not been considered. In multiple vehicles applications for

example, the inputs are generally subject to input satura-

tions. Also, in several applications, it is desirable to design

controllers that do not involve the measurements of some

state variables. Using only partial state measurements, some

consensus algorithms have been proposed for second order

multi-agent systems using lead filters in [11] and for agents

with higher order using reduced order observers in [14].

Also, second order consensus algorithms that account for
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input saturations have been proposed in [11] and [15] in the

case of undirected communication topologies. However, the

design of consensus algorithms that take into account these

two constraints simultaneously is a challenging problem. In

[16], a solution to this problem for second order multi-agent

systems has been proposed in the simple case of undirected

communication topologies. The main idea in [16] is based on

the use of some auxiliary dynamics that alter the trajectories

of the agents before reaching consensus. Based on this idea,

it has been shown in [17] that, under some assumptions,

existing second-order consensus algorithms developed in the

full state information case and without input constraints can

be adapted to solve the velocity-free second-order consensus

algorithms and account for input saturations.

While most of the aforementioned papers have been fo-

cused on homogeneous multi-agent systems, i.e., agents with

identical dynamics, some efforts have been recently made to

solve the consensus problem of heterogeneous multi-agent

systems, which is important in applications involving the

coordination of different types of mobile agents. In [18],

a solution to the consensus problem for a class of uncertain

heterogeneous linear multi-agent systems is proposed, where

the internal model principle [19] is used to design appropriate

consensus algorithms that drive all agents to achieve output

consensus. Also based on the internal model principle, the

authors in [20] derive necessary and sufficient conditions

such that output consensus is achieved in heterogeneous

linear multi-agent systems. Despite the interesting results

cited above, the design of output consensus algorithms

for heterogeneous multi-agent systems in the presence of

input saturation constraints is yet a challenging and difficult

problem.

In this paper, we present consensus algorithms for hetero-

geneous multi-agent systems that account for input satura-

tions using only the available outputs. We focus on multi-

agent systems containing agents with first order and second

order dynamics, and propose a unified approach to the

consensus algorithm design problem in this case. In the spirit

of [16] and [17], our approach is based on the introduction

of dynamic auxiliary systems to direct the agents towards

suitable intermediate trajectories before reaching consensus.

Our approach can also be interpreted using the internal model

principle as done in [18] and [20]. In contrast to the latter

papers, the order of the auxiliary dynamic system depends

on the dynamics of the agent and two different intermediate

reference trajectories are defined for each agent to achieve

output consensus for the heterogeneous multi-agent system

and account for input saturations. Sufficient conditions are
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derived such that existent consensus algorithms developed

for single-integrator multi-agent systems can be applied to

heterogeneous multi-agents in this case. The application and

effectiveness of the proposed design method are illustrated

by two numerical examples, where we provide solutions to

the consensus problem with communication delays and the

consensus problem with a common desired velocity.

II. PROBLEM DESCRIPTION

Consider the heterogeneous multi-agent system composed

of n autonomous agents, labeled 1 through n, where the

first µ agents, with µ < n, are governed by second order

dynamics and the remaining (n− µ) agents are modeled by

first order dynamics, i.e.,

p̈i = ui, for i ∈ N1,
ṗi = ui, for i ∈ N2,

(1)

where N1 , {1, ..., µ}, N2 := {µ + 1, ..., n}, pi ∈ R
m

and ṗi denote respectively the position-like and velocity-like

states of the ith agent and the vector ui ∈ R
m is the control

input. Note that N1 ∩ N2 = ∅.

The information exchange between agents is represented

by a weighted graph Gn = (N , E ,K), where N := N1 ∪N2

is the set of nodes or vertices, describing the set of all

agents in the multi-agent system, E ⊆ N × N is the set

of pairs of nodes, called edges, and K = [kij ] is a weighted

adjacency matrix. An edge (i, j) ∈ E indicates that agent i
can receive information from agent j, which is designated as

its neighbor. The weighted adjacency matrix of a weighted

graph is defined such that kij > 0 if and only if (i, j) ∈ E
and kij = 0 if and only if (i, j) /∈ E . If the communication

topology is bidirectional, then Gn is undirected, the pairs of

nodes in E are unordered, (i, j) ∈ E ⇔ (j, i) ∈ E , and K
is symmetric. In the case of unidirectional communication

topology, Gn is a directed graph, E contains ordered pairs,

and K is not necessarily symmetric. In the case where the

communication topology is dynamically changing, due to

restrictions imposed by the environment for example, the

weights kij are time-varying. Also, the information exchange

between agents in the team can be subject to communication

delays.

We assume that all agents are subject to input saturations,

such that ‖ui‖∞ ≤ umax, for i ∈ N , and the velocity

vectors of the µ first agents, i.e., agents with second order

dynamics, are not available for feedback. In the presence

of these two constraints, the objective of our work is to

present consensus algorithms for the heterogeneous multi-

agent system (1), under a certain communication topology

described by Gn, such that 1

(ṗi − ṗd) → 0, (pi − pj) → 0, for i, j ∈ N , (2)

for any initial conditions, with ṗd being a desired velocity

available to all members of the team, which can be time-

1Throughout the paper, we omit the arguments of time-dependent signals
except for those that are delayed, and use the notation y → c, for a constant
c, to indicate that limt→∞ y(t) = c.

varying, constant or null, and satisfies ‖ṗd‖∞ ≤ vmax <
umax and ‖p̈d‖∞ ≤ amax < umax.

For a given vector x = (x1, ..., xm)⊤ ∈ R
m, we define

the saturation function

χ(x) = col[σ(xk)] ∈ R
m, for k ∈ {1, ...,m}, (3)

with σ : R → R, being a strictly increasing continuously

differentiable function satisfying the following properties:

P1. σ(0) = 0 and xσ(x) > 0 for x 6= 0,

P2. |σ(x)| ≤ σb, for σb > 0.

P3. The diagonal matrix h(x) = diag[∂σ(x
k)

∂xk ] satisfies

‖h(x)‖ ≤ σh, σh > 0.

III. MAIN RESULT

In this section, we present a unified approach to the con-

sensus algorithm design for the heterogeneous multi-agent

system (1) under the communication topology described by

Gn. Let us associate to each agent the following dynamic

systems

˙̄ri = ṗd − Lζiχ(ζi), for i ∈ N1, (4)

and

˙̄ri = ṗd − Lξiχ(ξi), for i ∈ N2, (5)

where Lζi and Lξi are strictly positive scalar gains, r̄i ∈ R
m

can take arbitrary initial conditions, the function χ is defined

in (3), and the vectors ζi ∈ R
m and ξi ∈ R

m obey to the

following dynamics

ζ̇i = −Lζiχ(ζi) + Lξiχ(ξi), for i ∈ N1, (6)

ξ̇i = −Lξiχ(ξi)−Φi,Gn
(r̂), for i ∈ N , (7)

and can be initialized arbitrarily, where r̂ = (r⊤1 , . . . , r
⊤
n )

⊤ ∈
R
nm, the vector ri ∈ R

m is defined as

ri =

{

r̄i − ζi − ξi, for i ∈ N1,
r̄i − ξi, for i ∈ N2,

(8)

and Φi,Gn
(r̂) is a protocol designed using the states r̂, and

satisfies the following condition.

Design Condition 1: The multi-agent system

ṙi = ṗd +Φi,Gn
(r̂), for i ∈ N . (9)

achieves first order consensus, i.e., ri → pd and (ri −
rj) → 0 as t → +∞, for all i, j ∈ N , where Gn is the

weighted graph representing the communication topology

between agents that can be restricted to be directed, time-

varying, and/or subject to communication delays. Further, the

solutions of (9) guarantee that Φi,Gn
(r̂) is globally bounded

and converges to zero when the multi-agent system (9)

achieves first-order consensus.

It should be noted that the dynamics (9) describe a

multi-agent system with identical agents governed by single-

integrator dynamics, where the states r̂ are available for

feedback and no constraints are imposed on the right-hand

side of (9). Therefore, design condition 1 can be satisfied
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if one is able to design a consensus algorithm for a multi-

agent system with single-integrator dynamics with no input

saturation constraints.

With the above definitions, we propose the following

control input

ui = p̈d − kdi χ(ei −ψi)− kpiχ(ei)

− Lζih(ζi)
(

−Lζiχ(ζi) + Lξiχ(ξi)
)

, (10)

ψ̇i = kψi (ei −ψi), (11)

for i ∈ N1, and

ui = ṗd − Lξiχ(ξi)− kpiχ(ei), for i ∈ N2, (12)

where ei = (pi − r̄i), k
p
i , kdi , and kψi are strictly positive

scalar gains, ψi(0) can take arbitrary initial values, and r̄i,

ζi, and ξi are obtained from (4)-(7). The function χ is

defined in (3), and the diagonal matrix h(·) is defined in

property P3. We can verify, using properties P2 and P3, that

the above control input can be upper bounded as

‖ui‖∞ ≤ αi(amax + σhσbL
ζ
i (L

ζ
i + Lξi ) + σbk

d
i )

+ σbk
p
i + (1− αi)(vmax + σbL

ξ
i ), (13)

with αi = 1 for i ∈ N1, and αi = 0 for i ∈ N2. Note

that the right hand side of (13) is always positive due to the

definition of αi and the assumptions on ṗd and p̈d.

Our main result is given in the following theorem.

Theorem 1: Consider the heterogeneous multi-agent sys-

tem (1) with a communication topology described by Gn.

Let the control input in (1) be given as (10)-(12) with (4)-

(8) and suppose that design condition 1 is satisfied. If the

control gains are selected such that

γi ≤ umax − αiamax − (1− αi)vmax, (14)

with γi = σb

(

kpi + αi(k
d
i + σhL

ζ
i (L

ζ
i + Lξi )) + (1 − αi)L

ξ
i

)

and αi being defined after (13), then ‖ui‖∞ ≤ umax, for

i ∈ N , and the heterogeneous multi-agent system

(1) achieves consensus in the sense of (2), i.e.,

(pi(t) − pj(t)) → 0, (ṗi(t) − ṗd(t)) → 0, as t → ∞, for

i, j ∈ N .

Proof: See Appendix I.

The proposed consensus algorithm in Theorem 1 is based

on the introduction of the dynamic systems (4), for i ∈ N1,

and (5), for i ∈ N2, to generate the vector r̄i, which is

considered as a first intermediate reference trajectory for the

ith agent (i ∈ N ). For the group of agents of second order

dynamics, i ∈ N1, the additional dynamic systems (6)-(7)

are implemented to generate the vectors ζi and ξi. These

auxiliary vectors define a second intermediate reference

trajectory ri such that: ri = r̄i − (ζi + ξi), for i ∈ N1.

For the group of agents with first order dynamics, i ∈ N2,

the dynamic system (7) is implemented to generate ξi. This

vector defines a second intermediate reference trajectory ri
such that: ri = r̄i − ξi, for i ∈ N2.

With the above definitions, the input of the dynamic

system (7) is designed, without consideration of the input

constraints, such that all agents in the team reach an agree-

ment on their second intermediate reference trajectories, i.e.,

(ri − rj) → 0 and ṙi → ṗd, for i, j ∈ N . To this end,

all agents need to transmit their variables ri, rather than

transmitting their real position states. Once this is achieved,

the auxiliary variables ξi, for i ∈ N , and ζi, for i ∈
N1, are driven to zero asymptotically, leading, hence, the

error between the two intermediate trajectories to converge

asymptotically to zero, i.e., (ri − r̄i) → 0, for i ∈ N .

Finally, the bounded control input for each agent is designed

without velocity measurements, as in (10)-(12), to ensure

that each agent tracks asymptotically its corresponding first

intermediate reference trajectory, r̄i, achieving hence our

control objectives.

To apply the result of Theorem 1, one only needs to

design the input of the first-order multi-agent system (9)

such that design condition 1 is satisfied under the pre-

scribed communication topology. This input is free from any

constraints and is constructed based on available signals.

Therefore, Theorem 1 provides a straightforward method

extending existent consensus algorithms developed for first-

order multi-agent systems, containing identical agents with

no input constraints, to solve the consensus problem for the

heterogeneous multi-agent system (1), and account for input

saturations without velocity measurements.

IV. APPLICATION EXAMPLES

In this section, we use our main result in the previous

section to derive solutions of two different consensus prob-

lems for the heterogeneous multi-agent system (1) with input

saturations and without velocity measurements.

A. Example I: Consensus with communication delays

We consider the consensus problem of the heterogeneous

multi-agent system (1) with communication delays. We as-

sume that the interconnection between agents is represented

by the directed graph Gn, and the i-th agent receives in-

formation from the j-th agent with a constant delay τij .
We consider the case where the final velocities of agents

are required to converge to zero, i.e., ṗd = 0. According

to Theorem 1, we first design the input of the multi-agent

system (9) to satisfy design condition 1 under directed com-

munication topology and in the presence of communication

delays. For this purpose, we propose the following function

Φi,Gn
(r̂) = −

n
∑

j=1

kij(ri − rj(t− τij)), (15)

with kij being the (i, j)th entry of the adjacency matrix of

the directed graph Gn. We can show that the multi-agent

system (9) with (15), and ṗd = 0, achieves consensus in the

presence of arbitrary constant communication delays if the

directed communication graph is strongly connected2. This

2A directed graph is strongly connected if there exists a directed path
between any two distinct nodes [21].
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can be verified using the Lyapunov-Krasovskii functional

V =
1

2

n
∑

j=1

γi



r⊤i ri +
n
∑

j=1

kij

∫ t

t−τij
r⊤j (s)rj(s)ds





having the negative semi-definite time-derivative V̇ =
− 1

2

∑n
i=1

∑n
j=1 γikij‖ri − rj(t − τij)‖, with γi > 0 being

the elements of the vector γ := col(γ1, . . . , γn) such that

γ⊤L = 0, where L := [lij ] ∈ R
n×n is the Laplacian matrix

of the communication graph defined as: lii =
∑n
j=1 kij and

lij = −kij . Note that for a directed strongly connected graph,

such a γ always exists. Following standard signal chasing,

we can verify that the right hand side of (15) is bounded and

converges asymptotically to zero, ṙi → 0, and (ri−rj) → 0
for all i, j ∈ N . This satisfies design condition 1.

Consequently, we propose the following input for each

agent with second-order dynamics, i.e., i ∈ N1,

ui = −kdiχ(ei −ψi)− kpiχ(ei)

− Lζih(ζi)
(

−Lζiχ(ζi) + Lξiχ(ξi)
)

,

ψ̇i = kψi (ei −ψi),
˙̄ri = −Lζiχ(ζi),
ζ̇i = −Lζiχ(ζi) + Lξiχ(ξi),

ξ̇i = −Lξiχ(ξi) +
∑n

j=1 kij(ri − rj(t− τij)),

(16)

and the following input for all agents with first-order dynam-

ics, i.e., i ∈ N2,

ui = −Lξiχ(ξi)− kpi χ(ei),
˙̄ri = −Lξiχ(ξi),
ξ̇i = −Lξiχ(ξi) +

∑n
j=1 kij(ri − rj(t− τij))

(17)

where ei = (pi − r̄i), for i ∈ N , ri is defined in (8), and

the control gains are given above. Using the result of Theo-

rem 1, we can conclude that the heterogeneous multi-agent

system (1) with the consensus algorithm (16)-(17) achieves

consensus, i.e., (pi − pj) → 0, ṗi → 0, for i, j ∈ N ,

under a strongly connected directed communication graph

with arbitrary constant communication delays. In addition,

the control input for each agent is guaranteed to be a priori

bounded as in (13) with vmax and amax set to zero.

Fig. 1. Interaction graph G̃4.

To validate the above result, we implement consensus

algorithm (16)-(17) to a group of four agents modeled as

in (1), with m = 1 and µ = 2, i.e., N1 = {1, 2} and

N2 = {3, 4}. We assume that all agents are constrained

such that umax = 2, and the information flow between

agents is represented by the directed strongly connected

graph G̃4 given in Fig. 1. The initial conditions of agents are

selected as: P(0) = (1, 1.5, 2, 3)⊤ and V(0) = (0.1, 0.2)⊤,

with P(t) = col[pi(t)] for i ∈ N := {1, 2, 3, 4}, and

V(t) = col[ṗi(t)] for i ∈ N1. Also, the initial conditions

of the auxiliary systems are selected as: r̄i(0) = pi(0) and

ξi(0) = 0 for i ∈ N , ζi(0) = ψi(0) = 0, for i ∈ N1.

The saturation function in (3) is given as σ(x) = tanhx,

with σb = σh = 1, and the control gains are selected as:

kij = 5, for (i, j) ∈ E , (kpi , L
ξ
i ) = (0.3, 1), for i ∈ N ,

and (kdi , k
ψ
i , L

ζ
i ) = (0.45, 1, 0.5) for i ∈ N1. It is clear that

condition (14) is satisfied with vmax = 0 and amax = 0.

The communication delays are considered as: τ1i = 0.3 sec,
τ2i = 0.2 sec, τ3i = 0.4 sec, τ4i = 0.3 sec, for i ∈ N . Fig.

2 shows the systems trajectories in this case, where it can be

seen that consensus is achieved despite the communication

delays and |ui| ≤ umax.
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Fig. 2. Simulation results for Example I.

B. Example II: Consensus with a group desired velocity

The control objective in this example is to design a con-

sensus algorithm such that multi-agent system (1) achieves

output consensus and each member of the team tracks a

common desired velocity, given by ṗd(t), and is available to

each agent in the team. The desired velocity is assumed to

satisfy ‖ṗd(t)‖∞ ≤ vmax < umax and ‖p̈d(t)‖∞ ≤ amax <
umax.

Similar to the previous example, to satisfy Design condi-

tion 1, we propose the following function in (9)

Φi,Gn
(r̂) = −

n
∑

j=1

kij(ri − rj), (18)

with kij being the (i, j)th entry of the adjacency matrix of

the directed graph Gn. Let r̃i = (ri−
∫ t

0 ṗd(s)ds), and ˙̃ri =
(ṙi− ṗd). Therefore, the dynamics of the multi-agent system

(9) with (18) can be rewritten as

˙̃ri = −
n
∑

j=1

kij(r̃i − r̃j), for i ∈ N . (19)
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Then, following the same steps as in [4], we can show that
˙̃ri and (ri − rj) are globally bounded and (ri − rj) → 0
and ṙi → ṗd, if the directed communication graph contains

a spanning tree. Therefore, Design condition 1 is satisfied.

As a result, we conclude that the heterogeneous multi-

agent system (1) with the consensus algorithm given by (10)-

(12), with (4)-(7) and (18), with ri given in (8), achieves

consensus in the sense of (2), i.e., (pi − pj) → 0, ṗi →
ṗd, for i, j ∈ N , under the condition that the directed

communication graph has a spanning tree. In addition, the

control input for each agent is guaranteed to be a priori

bounded as in (13).

Fig. 3. Interaction graph G4.

To test the effectiveness of the consensus algorithm in

this subsection, we consider the same heterogeneous multi-

agent system in Example I, with umax = 2, under the

directed graph G4 given in Fig.3, which contains a directed

spanning tree. The common desired velocity is given as

ṗd = 0.5 sin(2t/π). The initial conditions and the control

gains are selected as in Example I. Fig.4 shows the obtained

simulation results, where we can see that the heterogeneous

multi-agent system reaches consensus and the control input

for each agent satisfies |ui| ≤ umax.
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Fig. 4. Simulation results for Example II.

V. CONCLUSION

We proposed output consensus algorithms for heteroge-

neous multi-agent systems subject to input saturation con-

straints. We have shown that first-order consensus algo-

rithms, developed under a certain communication topology

and satisfying some conditions, can be extended to the

heterogeneous case in the presence of input constraints and

without velocity measurements. This has been illustrated in

two examples, where solutions to two different consensus

problems have been developed. Although we consider hetero-

geneous multi-agent systems containing agents with single

and double integrator dynamics, this work gives insights to

a future extension to the case of high order heterogeneous

multi-agent systems.

APPENDIX I

PROOF OF THEOREM 1

First, it can be seen that ‖ui‖∞ ≤ umax, for i ∈ N , is

verified from (13) under condition (14).

Consider the error vector ei := (pi − r̄i). By taking the

time-derivative of (4) we can notice, in view of (6) and prop-

erty P3, that ¨̄ri = p̈d − Lζih(ζi)
(

−Lζiχ(ζi) + Lξiχ(ξi)
)

,

for i ∈ N1. Therefore, using (1), (4)-(5), and (10)-(12), we

can write
{

ëi = − kpi χ(ei)− kdiχ(ei −ψi),
ψ̇i = kψi (ei −ψi),

(A-1)

for i ∈ N1, and

ėi = − kpiχ(ei) for i ∈ N2. (A-2)

Consider the following positive definite functional

V =
1

2

∑

i∈N1

(

ė⊤i ėi + kpi

m
∑

k=1

∫ eki

0

σ(s)ds

)

+
1

2

∑

i∈N1

kdi

m
∑

k=1

∫ (eki −ψk
i )

0

σ(s)ds, (A-3)

with ei = col[eki ] and ψi = col[ψki ], for k ∈ {1, ...,m},

i ∈ N1, and σ is the scalar function defined in (3).

Note that V in (A-3) can be verified to be radially

unbounded from the definition of σ. The time-derivative of

V evaluated along the dynamics (A-1) can be obtained as

V̇ =
∑

i∈N1

ė⊤i
(

−kpiχ(ei)− kdi χ(ei −ψi)
)

+
∑

i∈N1

(

kpi ė
⊤
i χ(ei) + kdi (ėi − ψ̇i)⊤χ(ei −ψi)

)

= −
∑

i∈N1

kdi k
ψ
i (ei −ψi)⊤χ(ei −ψi), (A-4)

which is negative semi-definite, and we conclude that ėi, ei,

ψi, and ψ̇i are bounded for i ∈ N1. This, with property P3,

leads us to conclude that V̈ is bounded. Invoking Barbălat

Lemma, we conclude that ψ̇i = kψi (ei − ψi) → 0 for i ∈
N1. Furthermore, we can verify that (ëi − ψ̈i) is bounded

for i ∈ N1. Invoking Barbălat Lemma, we conclude that

(ėi− ψ̇i) → 0, for i ∈ N1, and hence we know that ėi → 0
for i ∈ N1. In addition, we can show from the time-derivative

of (A-1) and property P3 that
...
e i, for i ∈ N1, is bounded.

Invoking Barbălat Lemma again, we conclude that ëi → 0,

for i ∈ N1, which leads us to conclude that ei → 0 for

all i ∈ N1. In addition, it is straightforward to show from

(A-2), by exploiting the properties of the function χ, that ei
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(for i ∈ N2) is globally bounded and ei → 0, ėi → 0 for

i ∈ N2. As a result, we conclude that (pi − r̄i) → 0 and

(ṗi − ˙̄ri) → 0, for i ∈ N .

Furthermore, Design condition 1 guarantees that the multi-

agent system 9 achieves consensus in the sense that (ri −
rj) → 0, ṙi → ṗd, for all i, j ∈ N , and the function

Φi,Gn
(r̂) is globally bounded and converges asymptotically

to zero for i ∈ N . Therefore, the dynamics of the auxiliary

variable ξi, given in (7), can be written as

ξ̇i = −Lξiχ(ξi) + ηi,
for i ∈ N , with ηi := −Φi

Gn
(r̂), for i ∈ N . Note that ηi

is globally bounded and converges asymptotically to zero.

Consequently, ξ̇i, i ∈ N , is globally bounded. To show that

ξi, i ∈ N , is globally bounded and converges asymptotically

to zero, we consider the Lyapunov-like function candidate

Wi =
1

2
ξ⊤i ξi, (A-5)

for i ∈ N , with its time derivative obtained as

Ẇi = ξ
⊤
i ξ̇i = −ξ⊤i

(

Lξiχ(ξi)− ηi
)

≤ −
m
∑

k=1

|ξki |
(

Lξiσ(|ξki |)− |ηki |
)

(A-6)

with ξi = col[ξki ] and ηi = col[ηki ], for k ∈ {1, ...,m},

where we have used the property; xσ(x) = |x|σ(|x|), for

any x ∈ R, to obtain the last inequality. Note that Ẇi ≤
‖ξi‖‖ηi‖, and using the fact that ‖ξi‖2 ≤ 2Wi, we can write

Ẇi ≤ ‖ηi‖
√
2Wi, which can be rewritten as dWi√Wi

≤ η̄idt,

with
√
2‖ηi‖ ≤ η̄i. Integrating this last inequality over the

interval [t0, t] yields: 2
(

√

Wi(t)−
√

Wi(t0)
)

≤ η̄i(t− t0),
which shows that there is no finite time for ξi, i ∈ N .

Now, since the function σ is bounded, it is easy to verify

that the right hand side of inequality (A-6) is positive when

|ηki | > σbL
ξ
i . However, since ηi is bounded and converges

asymptotically to zero, it is clear that there exists a finite

time t1 such that |ηki (t)| ≤ σbL
ξ
i for all t ≥ t1. Note that ξi

remains bounded on the interval [0, t1] as there is no finite-

escape time. Consequently, for all t ≥ t1, one can conclude

that the right hand side of (A-6) is negative outside the set

S =
{

ξi | σ(|ξki |) ≤ |ηki |
Ld

i

, for k = 1, ...,m
}

. Also, we can

conclude that ξi is bounded outside the set S. Since σ(|.|)
is a class K function, ξi is ultimately bound to reach the set

S and will be driven to zero as ηi → 0. As a result, we

conclude that ξi → 0 and ξ̇i → 0 for i ∈ N .

Consequently, the dynamics of the vector ζi for i ∈ N1,

given in (6), can be rewritten as

ζ̇i = −Lζiχ(ζi) + η̃i,

with η̃i := Lξiχ(ξi), for i ∈ N1, is bounded and converges

asymptotically to zero. Following the same steps as above,

we can conclude that ζ̇i and ζi are globally bounded and

ζ̇i → 0, ζi → 0, for i ∈ N1.

Finally, since we have shown that ṙi → ṗd, (ri−rj) → 0,

for i, j ∈ N , we can conclude, in view of the definition of

ri in (8), that (r̄i − r̄j) → 0, ˙̄ri → ṗd, for all i, j ∈ N .

This with the fact that (pi− r̄i) → 0 and (ṗi− ˙̄ri) → 0, for

i ∈ N , lead us to conclude that (pi − pj) → 0, ṗi → ṗd,

for all i, j ∈ N .
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