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Abstract— The synchronization problem of networked Euler-
Lagrange systems is addressed. The information flow in the
network is subject to unknown time-varying (possibly discon-
tinuous) communication delays, and is represented by a directed
communication graph that contains a spanning tree. Using a
small gain framework, it is shown that the proposed control
scheme achieves synchronization under mild and realistic as-
sumptions on the communication delays. Simulation results are
presented that confirm the validity of the proposed approach.

I. INTRODUCTION

Recently, the synchronization problem of nonlinear sys-
tems has received a growing interest in the control commu-
nity. In particular, mechanical systems modeled by Euler-
Lagrange equations have been the focus of several research
groups and several results have been reported in the literature
with applications involving spacecraft formations [1] and
robot networks [2], [3], [4]. The main control objective is
to design appropriate input laws such that the networked
systems synchronize their states using local information ex-
change – An information exchange that is generally restricted
and is subject to delays inherent to communication systems.

In the case of constant communication delays, the authors
in [5] have shown that output synchronization of nonlinear
passive systems can be achieved provided that the inter-
connection topology between the systems is represented by
a balanced and strongly connected graph. The passivity
property of the systems has also been exploited in [6] and
[7], where synchronization schemes with trajectory tracking
have been developed for multiple Euler-Lagrange systems.
In [8], the authors presented synchronization schemes for
nonlinear systems of relative degree two under undirected
communication graphs. With the same assumption on the
interconnection graph, the authors in [9] proposed synchro-
nization schemes for multiple Euler-Lagrange systems that
account for input saturations. More recently, the assumption
on the interconnection topology has been relaxed in [10],
where control laws that achieve position synchronization un-
der directed connected communication graphs have been pro-
posed. However, the assumption of constant communication
delays is not generally satisfied in practical implementations.
In fact, communication over networks imposes restrictive
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constraints that include unknown, time-varying, and possibly
discontinuous communication delays.

The effects of time-varying communication delays are
generally studied using Lyapunov-Krasovskii functionals,
where the main objective is to derive sufficient conditions on
the control gains and the upper bounds of the delay functions
such that the control goal is achieved. Based on this method,
some interesting results on the synchronization of networked
nonlinear systems have been proposed in [11] in the case
of unmanned aerial vehicles, and in [12] in the case of
spacecraft formations. As witnessed in these papers, the use
of Lyapunov-Krasovskii functionals for this type of nonlinear
systems requires an undirected communication topology, in
addition to the differentiability and/or known upper bounds
of the time-varying communication delays.

In this paper, we present a solution to the synchronization
problem of Euler-Lagrange systems in the presence of time-
varying communication delays. The interconnection topology
between the systems in the network is represented by a di-
rected communication graph. The effects of communication
delays are addressed using the multi-dimensional small gain
approach for interconnected systems with communication
delays. This approach is based on the notion of input-to-state
stability (ISS) [13] and the version of the input-to-output sta-
bility (IOS) small-gain theorem for interconnected systems
with constrained communication presented in [14]. Using
this approach, we show that synchronization in the presence
of time-varying communication delays can be achieved with
an appropriate choice of the control gains provided that
the directed communication graph contains a spanning tree.
It is worth emphasizing that the approach imposes a mild
assumption on the communication process which, in partic-
ular, allows for bounded discontinuous communication delay
functions with unknown upper bounds. Simulation results on
a network of ten robot manipulators are given to illustrate
the performance of the obtained results.

The paper is organized as follows. Section II is devoted to
the problem formulation, and Section III presents some defi-
nitions and preliminary technical results. Section IV contains
the formulation and the proof of our main result. Simulation
results are presented in Section V, while in Section VI some
concluding remarks are given.

II. PROBLEM STATEMENT

Consider a network of n not necessarily identical systems
governed by the Euler-Lagrange equations of the form

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + Gi(qi) = ui, (1)
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for i ∈ N , {1, ..., n}, with qi ∈ Rm is the vector
of generalized configuration coordinates, Mi(qi) ∈ Rm×m
is the positive-definite inertia matrix, Ci(qi, q̇i)q̇i is the
vector of coriolis/centrifugal forces, Gi(qi) is the vector of
gravitational force, and ui is the vector of torques associated
with the ith system. Also, we assume that the coriolis matrix
is defined such that Ṁi = Ci(qi, q̇i) + C>i (qi, q̇i).

The information flow between the Euler-Lagrange systems
is described by the directed interconnection graph G =
(N , E ,K). The set N is the set of nodes or vertices, describ-
ing the set of systems in the network, E ∈ N×N is the set of
ordered pairs of nodes, called edges, and K = [kij ] ∈ Rn×n
is the weighted adjacency matrix. An edge (i, j) indicates
that system j can receive information from system i, but
not necessarily vice versa. The weighted adjacency matrix is
defined such that kii , 0, kij > 0 if (j, i) ∈ E , and kij = 0
if (j, i) /∈ E . A directed path is a sequence of edges in a
directed graph of the form (i1, i2), (i2, i3), ..., where il ∈ N .
A directed graph is said to contain a directed spanning tree
if there exists at least one node having a directed path to all
of the other nodes.

The Laplacian matrix L := [lij ] ∈ Rn×n of the directed
graph G is defined such that: lii =

∑n
j=1 kij , and lij = −kij

for i 6= j. In view of its definition, the Laplacian matrix
satisfies L1n = 0, with 1n ∈ Rn is the vector with every
element equal to one. Moreover, if the directed graph has a
directed spanning tree then L has a single zero-eigenvalue
and the rest of the spectrum of L has positive real parts [15].

We assume that each system can sense its state vector
with no delay, and for any pair of nodes (j, i) ∈ E , the
information of jth system is received by the ith system with
the communication delay τij(t). The following assumption
is imposed on the communication delays τij(t).

Assumption 1: For each (j, i) ∈ E , the communication
delay τij : R+ → R+ can be decomposed into the sum of
two terms,

τij(t) = τsij(t) + τ rij(t), (2)

where the components τsij(·) and τ rij(·) have the following
properties:

i) There exists Υij ≥ 0 such that the inequality∣∣τsij(t2)− τsij(t1)
∣∣ ≤ Υij · |t2 − t1| , (3)

holds for almost all t2, t1 ∈ R+, with t2 ≥ t1.
ii) The function τsij(t) satisfies:

t− τsij(t)→ +∞ as t→ +∞, (4)

iii) There exists a function τ∗ : R+ → R+ such that

τ∗(t2)− τ∗(t1) ≤ t2 − t1 (5)

for t2 ≥ t1, and ∣∣τsij∣∣ ≤ τ∗(t) (6)

holds for all t ≥ 0.
iv) There exists ∆τ

ij ≥ 0 such that∣∣τ rij(t)∣∣ ≤ ∆τ
ij (7)

holds for almost all t ≥ 0.

The subscripts s and r indicate that τsij(·) and τ rij(·) are
the “smooth” and the “random” components of the com-
munication delay, respectively. In particular, the condition
(3) implies that, for each (j, i) ∈ E , the time derivative
dτsij(t)/dt is well-defined for almost all t ≥ 0 and satisfies∣∣dτsij(t)/dt∣∣ ≤ Υij , where defined. Also, (5)-(6) imply the
existence of an upper bound τ∗, which is possibly a time-
varying unbounded function of time that does not grow faster
than the time itself.

With the above definitions and assumptions, our objective
is to design a control scheme for each system such that all
systems synchronize their positions with zero final velocity
i.e., q̇i → 0, and (qi − qj)→ 0, for i, j ∈ N .

III. PRELIMINARY RESULTS

In this section we present some definitions and preliminary
results that will be used in the subsequent analysis. We start
from the following simple lemma (which can be found, for
example, in [16], [17]).

Lemma 1: Consider an LTI system

ẋ = Ax + Bu, (8)

where x ∈ Rn is the state vector, u ∈ Rm is the input vector,
and A is a Hurwitz matrix such that A+A∗+ 2νI ≤ 0 for
some ν > 0. Then for any initial condition x(t0), the solution
of (8) satisfies

|x(t)| ≤ e−ν(t−t0)|x(t0)|+ ‖B‖
ν

sup
σ∈[t0,t]

|u(σ)| . (9)

Next, we present the small-gain theorem that will be used
in the proof of our main results. Consider an affine nonlinear
system of the form

ẋ = f(x) + g(x)u,
y = h(x),

(10)

where x ∈ Rn, u ∈ Rm, y ∈ Rp, and f(·), g(·), h(·) are
locally Lipschitz functions of the corresponding dimensions,
f(0) = 0, h(0) = 0. In the definition below, we need the
notion of K and K∞ functional classes defined as follows. A
continuous function γ : R+ → R+ is said to belong to class
K (γ ∈ K) if it is strictly increasing and satisfies γ (0) = 0.
A function γ ∈ K belongs to class K∞ if γ (s) → ∞ as
s→∞. The following notion of input-to-state stability was
introduced by Sontag (see, for example, [13]).

Definition 1: A system of the form (10) is said to be input-
to-state stable (ISS) if there exist β ∈ K∞ and γ ∈ K such
that the following inequalities hold along the trajectories of
the system:

i) uniform boundedness:

|x(t)| ≤ max

{
β (|x(0)|) , γ( sup

s∈[0,t)
|u(s)|)

}
holds for all t ≥ 0, and

ii) asymptotic gain:

lim sup
t→+∞

|x(t)| ≤ lim sup
t→+∞

γ (|u(t)|) .
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In the above definition, γ ∈ K is called the ISS gain. It
is worth mentioning that for a system of the form (10), the
input-to-state stability implies the so called input-to-output
stability, which means that there exist βy, γy ∈ K∞ such that

|y(t)| ≤ max
{
βy (|x(0)|) , γy( sup

s∈[0,t)
|u(s)|)

}
holds for all t ≥ 0, and also

lim sup
t→+∞

|y(t)| ≤ lim sup
t→+∞

γy (|u(t)|) .

In this case, γy ∈ K∞ is called the IOS (input-to-output
stability) gain. In addition, the ISS (IOS) gain γ ∈ K∞ can
be a linear function, γ(s) := γ0 · s, where γ0 ≥ 0. In this
case, we will say that the system (10) has linear ISS (IOS)
gain.

The following small-gain theorem is the key technical tool
used in our work.

Theorem 1: Consider n affine subsystems

ẋi = fi(xi) + gi(xi)ui
yi = hi(xi),

(11)

where i = 1, . . . , n. Suppose each subsystem (11) is ISS and
the corresponding IOS gain γi is linear with γ0i > 0. Suppose
also that each input ui(t) is Lebesgue measurable function
satisfying: ui(t) ≡ 0 for t < 0, and there exist µij ≥ 0,
i, j ∈ {1, . . . , n}, such that the following inequalities hold

|ui(t)| ≤
∑

j∈{1,...,n}

µij ·

(
sup

s∈[t−τij(t),t]
|yj(s)|

)
, (12)

where all τij(t) satisfy Assumption 1. Let

Γ := Γ0 · M ∈ Rn×n,

where Γ0 := diag
{
γ0i
}

, M := {µij}, i, j ∈ {1, . . . , n}. If

ρ (Γ) < 1, (13)

where ρ (Γ) is the spectral radius of the matrix Γ, then the
trajectories of the system (11) with input-output constraints
(12) are uniformly bounded and convergent.

The above theorem is “almost” a special case of The-
orem 1 in [14], and can be proven by combination of
Theorem 1 in [14] and Corollary 16 from [18]. The proof is
omitted.

IV. MAIN RESULT

We propose the following control algorithm for each
system

ui = −Mi(qi)Λi ˙̃qi−Ci(qi, q̇i)Λiq̃i+Gi(qi)−ksi si, (14)

where Λi = ΛTi > 0 is a symmetric positive definite matrix,
ksi is a positive scalar gain, and

q̃i = κiqi − ψ{1}i , (15)

with ψ{1}i being the output of the following filter
ψ̇
{1}
i = ψ

{2}
i

ψ̇
{2}
i = −α1ψ

{2}
i − α0ψ

{1}
i

+α0

∑n
j=1 kijqj(t− τij(t))

, (16)

where ψ{1}i (0), ψ{2}i (0) can be selected arbitrarily, α1, α0 >
0, kij is the (i, j)-th element of the adjacency matrix K of
the directed communication graph G, and κi :=

∑n
j=1 kij .

The vector si in (14) is the generalized error of the i-th
subsystem and is defined as follows,

si = q̇i + Λiq̃i. (17)

Now, denote

µ := −max {Re(µ1),Re(µ2)} , (18)

where µ1, µ2 are the roots of p2 + α1p+ α0 = 0. Also, let
λimax ≥ λimin > 0 be the maximal and minimal eigenvalues,
respectively, of the matrices Λi, i ∈ N . Our main result is
the following theorem.

Theorem 2: Consider the network of n-systems described
by (1), where the interconnection between the subsystems
is described by the directed graph G. Let the controller be
defined by (14)-(17) and suppose that Assumption 1 holds.
If

Γi :=
λimax

λimin · κi · µ
·
n∑
j=1

kij
(
1 + Υij + α0 ·∆τ

ij

)
< 1,

(19)
for each i ∈ N with κi 6= 0, then the trajectories of the
closed-loop system (1), (14)-(17) are bounded and satisfy
q̇i(t) → 0 as t → +∞, for all i ∈ N . Furthermore,
if the directed communication graph G contains a directed
spanning tree, and τ∗(t) in Assumption 1, part iii), satisfies
lim sup
t→+∞

τ∗(t) < ∞, then (qi(t) − qj(t)) → 0 as t → +∞,

for all i, j ∈ N .

Remark 1: It is worth pointing out that the small-gain
conditions (19) impose mild constraints on the characteristics
of the communication delays. To clarify these constraints,
note that µ > 0 can be assigned arbitrarily large by an
appropriate choice of the coefficients α1, α0 > 0. The
ratio λimax/λimin ≥ 1 can also be assigned arbitrary. This
implies that, for any given Υij ≥ 0, i, j ∈ {1, . . . , N},
the conditions (19) can always be met if ∆τ

ij ≥ 0, i, j ∈
{1, . . . , n}, are sufficiently small. Essentially, the synchro-
nization can be achieved for communication delays with
arbitrary smooth components (more precisely, for arbitrary
smooth components with given Lipschitz constant), as long
as the discontinuous components are uniformly bounded with
some sufficiently small positive bounds that are determined
by the Lipschitz constants of the corresponding “smooth”
components.

Proof: Let us first show that the error vector si is
bounded and converges exponentially to zero. Taking the
time-derivative of (17), we can write ṡi = q̈i + Λi ˙̃qi. This,
with (1) lead us to write the error dynamics as

Mi(qi)ṡi = ui −Ci(qi, q̇i)q̇i −Gi(qi) + Mi(qi)Λi ˙̃qi.
(20)

Substituting the control algorithm (14) into the last equation,
one gets

Mi(qi)ṡi + Ci(qi, q̇i)si + ksdsi = 0. (21)
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Then, the time-derivative of the Lyapunov function can-
didate V = 1

2

∑n
i=1 s

T
i Mi(qi)si, is obtained as V̇ =

−
∑n
i=1 k

d
i s
T
i si, which leads us to conclude that si is

bounded and converges exponentially to zero.
Now, we consider all systems i ∈ N with κi 6= 0. It should

be noted that κi = 0 implies that the ith system does not
receive information from any other system in the network.
For our purposes, we introduce the following notation,

q̂i(t) :=

n∑
j=1

kijqj(t− τij(t)). (22)

Clearly, q̂i is a linear combination of the position variables
qj delayed by the corresponding communication delays
τij(·). Furthermore, we define the following vectors

q̂si (t) :=

n∑
j=1

kijqj
(
t− τsij(t)

)
, (23)

∆q̂i(t) := q̂i(t)− q̂si (t), (24)

ψ̃i := ψ
{1}
i − q̂si , (25)

with τsij(t) being given in Assumption 1. With these defi-
nitions, the equations of the filter (16) can be rewritten as
follows:(

˙̃
ψi

ψ̇
{2}
i

)
= A

(
ψ̃i

ψ
{2}
i

)
+ B

(
˙̂qsi

∆q̂i

)
(26)

where A =

(
0m Im

−α0Im −α1Im

)
, and

B =

(
−Im 0m

0m α0Im

)
.

Applying Lemma 1 to the trajectories of the filter (26),
we see that the following estimate∣∣∣∣∣ ψ̃i(t)

ψ
{2}
i (t)

∣∣∣∣∣ ≤ e−µ(t−t0) ·
∣∣∣∣∣ ψ̃i(t0)

ψ
{2}
i (t0)

∣∣∣∣∣
+ 1

µ

(
sup

σ∈[t0,t]

∣∣∣ ˙̂qsi (σ)
∣∣∣+ α0 sup

σ∈[t0,t]
|∆q̂i(σ)|

)
,

(27)

holds for any t ≥ t0, where µ > 0 is defined by (18).
Inequality (27) implies, in particular, that the filter (26) is
ISS (Definition 1).

Also, the time-derivative of (15), in view of (16) and (17),
gives

˙̃qi = −κiΛiq̃i − κisi − ψ{2}i . (28)

This is a linear stable system with inputs si and ψ
{2}
i .

Applying Lemma 1 to (28) yields us to write

|q̃i(t)| ≤e−κi·λimin
(t−t0)|q̃i(t0)|+ 1

λimin

· sup
σ∈[t0,t]

|si(σ)|

+
1

κi · λimin

· sup
σ∈[t0,t]

∣∣∣ψ{2}i (σ)
∣∣∣ , (29)

from which we can see that 1/(κi ·λimin) is the ISS gain of
system (28) with respect to the input ψ{2}i .

We can see from (21), (26) and (28) that the closed loop
system can be viewed as the interconnection of subsystems
with the following dynamics

ṡi = M−1i (qi) (−Ci(qi, q̇i)si − ksdsi)
˙̃qi = −κiΛiq̃i − κisi − ψ{2}i
˙̃
ψi = ψ

{2}
i − ˙̂qsi

ψ̇
{2}
i = −α0ψ̃i − α1ψ

{2}
i + α0∆q̂i

(30)

where the vectors si, ψ̃i, ψ
{2}
i and q̃i are the states, ˙̂qsi and

∆q̂i are the inputs, and the output is given by

q̇i = si − Λiq̃i. (31)

Taking into account (27), (29), as well as the exponential
stability of (21), we see that each subsystem (30) is ISS.
Moreover, (31) implies

|q̇i(t)| ≤ λimax
· |q̃i(t)|+ |si(t)| . (32)

Combining (27), (29) and (32), we can see that the (IOS)
gain with respect to the inputs ˙̂qsi and ∆q̂i are, respectively,
γ
{1}
i = λimax

/(λimin
·κi ·µ) and γ{2}i = (λimax

·α0)/(λimin
·

κi · µ).
At this point, it is worth mentioning that in the case where

one (or some) system(s) in the team, say for example the lth

system, does not receive information from other neighbours,
i.e., κl = 0, we can easily verify from the dynamics of the
filter (16) that ψ{1}l → ψ

{2}
l → 0 exponentially. This leads us

to the conclusion that q̇l → 0 and q̃l → 0 in view of (15),
(17), and the fact that sl → 0. Therefore, this lth system,
with κl = 0, can be considered to be similar to (30), and
is ISS with the corresponding IOS gains with respect to the
inputs ˙̂qsi and ∆q̂i are equal to zero.

Now, using Assumption 1, the following estimates on
∣∣∣ ˙̂qsi ∣∣∣

and |∆q̂i| can be derived∣∣∣ ˙̂qsi (t)∣∣∣ =

∣∣∣∣∣∣
n∑
j=1

kijq̇j
(
t− τsij(t)

) [
1−

dτsij(t)

dt

]∣∣∣∣∣∣
≤

n∑
j=1

kij (1 + Υij)
∣∣q̇j (t− τsij(t))∣∣ , (33)

|∆q̂i| =

∣∣∣∣∣∣
n∑
j=1

kij
[
qj(t− τij(t))− qj

(
t− τsij(t)

)]∣∣∣∣∣∣
≤

n∑
j=1

kij
∣∣qj(t− τij(t))− qj

(
t− τsij(t)

)∣∣
≤

n∑
j=1

kij ·∆τ
ij ·

(
sup

σ∈[t1,t2]
|q̇j (σ)|

)
, (34)

with t1 = (t − max{τij(t), τsij(t)}) and t2 = (t −
min{τij(t), τsij(t)}).

It can be seen from inequalities (33) and (34) that the
interconnected subsystems (30) satisfy condition (12) in
Theorem 1 with respect to the inputs ˙̂qsi and ∆q̂i. In addition,
the interconnection gains with respect to the inputs ˙̂qsi and
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∆q̂i can be obtained, respectively, from (33) and (34), as:
µ
{1}
ij = kij(1 + Υij) and µ{2}ij = kij∆

τ
ij .

As a result, we can write the overall gain from q̇j to q̇i
as

γij :=
λimax

λimin
· κi · µ

· kij
(
1 + Υij + α0 ·∆τ

ij

)
. (35)

As noted above, if there are some systems that do not
receive information from other neighbours, then the corre-
sponding gain is simply null, i.e., γlj = 0, for each l ∈ N
with κl = 0.

Then, using the result in Theorem 1, we conclude that the
trajectories of the interconnected system are bounded and
converge to zero if

ρ (Γ) < 1, (36)

where Γ := {γij}i,j∈N , γij is given in (35), and ρ(Γ) is the
spectral radius of matrix Γ. Since kii = 0 for all i ∈ N ,
Geršgorin disc theorem [19] implies that (19) is a sufficient
condition for (36). Thus, we conclude that ψ̃i, ψ

{2}
i , q̃i are

bounded and ψ̃i → 0, ψ{2}i → 0, q̃i → 0, for i ∈ N . Also,
since si → 0, we know from (31) that q̇i → 0 for i ∈ N .

Furthermore, q̇i → 0 implies from (34) that ∆q̂i → 0.
This with the fact that ψ̃i → 0 lead us to conclude from (24)
and (25) that (ψ

{1}
i − q̂si ) → (ψ

{1}
i − q̂i) → 0 for i ∈ N .

Also, since we have shown that q̃i → 0, we conclude from
(15) that (κiqi − q̂i) → 0. Consequently, we know from
(22) that

∑n
j=1 kij (qi − qj(t− τij(t))) → 0, for i ∈ N ,

and equivalently
n∑
j=1

kij

(
qi − qj −

∫ t

t−τij(t)
q̇j(s)ds

)
→ 0, (37)

for i ∈ N , where we have used: (qj − qj(t − τij(t))) =∫ t
t−τij(t) q̇j(s)ds.

Combining (2), (6), (7), and taking into account the
assumption lim sup

t→+∞
τ∗(t) < ∞ and the fact that q̇i → 0,

we see that the integral term in the left-hand side of (37)
converges asymptotically to zero. As a result, we conclude
that

∑n
j=1 kij(qi−qj)→ 0, for i ∈ N , which is equivalent

to (L ⊗ Im)Q → 0 where L is the Laplacian matrix of the
communication graph G, Q ∈ Rnm is the vector containing
all qi for i ∈ N , and ⊗ is the Kronecker product. Therefore,
following arguments similar to the ones presented in [15],
under the condition that the communication graph contains
a spanning tree, we can conclude that (qi − qj)→ 0 for all
i, j ∈ N . The proof is complete.

V. SIMULATION RESULTS

In this section, simulation results of a network of
ten planar two degrees of freedom rigid manipulator
arms with revolute joints governed by similar
dynamics are presented. Each manipulator is described
by the Euler-Lagrange equations of the form (1),
where q = (θ1, θ2)T ∈ R2. The inertia matrix
M(q) = [mjk]2×2 consists of the following elements:
m11 = m1l

2c + m2(l21 + l2c2 + 2l1lc2 cos(θ2)) + I1 + I2,
m12 = m21 = m2(l2c2 + l1lc2 cos(θ2)) + I2, and

m22 = m2l
2
c2 + I2. The matrix C(q, q̇) = [cjk]2×2 is

given by c11 = hθ̇2, c12 = h(θ̇1 + θ̇2), c21 = −hθ̇1,
and c22 = 0, with h = −m2l1lc2 sin(θ2). The
gravitational force vector G(q) = [G1, G2]T is given
by G1 = (m1lc1 + m2l1)g cos(θ1) + m2lc2g cos(θ1 + θ2)
and G2 = m2lc2g cos(θ1 + θ2). The model parameters
are m1 = m2 = 1 kg, l1 = l2 = 0.5 m,
lc1 = lc2 = 0.25 m, I1 = I2 = 0.1 kg/m2, and
g = 9.81 m/sec2. The communication topology
between agents is represented by the directed graph
G = (N , E ,K), with N = {1, . . . , 10}, E =
{(1, 2), (1, 10), (2, 3), (4, 1), (4, 5), (5, 6), (6, 7), (7, 8), (8, 7),
(8, 9), (9, 1), (9, 3), (9, 10), (10, 8)} and the adjacency matrix
K = [kij ], with kij = 2, for (j, i) ∈ E , and zero otherwise.
It can be easily verified that G contains a spanning tree.

We implement the controller (14)-(16), where the filter
(16) is initialized as: ψ{1}i (0) = (1, 1)>, ψ{2}i (0) = (2, 1)>,
for i ∈ N , and the gains are ksi = 2, Λi = 1.5I2, for i ∈ N ,
α0 = 2.25 and α1 = 3. This choice of the gains guarantees
that µ = 1.5 as defined by (18).

We consider the following communication delays between
each pair of communicating systems: τij(t) = τ̄ijφ(t) sec,
with the constants τ̄1i = 0.6, τ̄2i = 0.6, τ̄3i = 0.6,
τ̄4i = 0.6, τ̄5i = 0.5, τ̄6i = 0.5, τ̄7i = 0.6, τ̄8i = 0.5,
τ̄9i = 0.6, τ̄10i = 0.6, for i ∈ N , and the function
φ(t) = (1− cos(0.25 t) + 0.25 r(t)), where r(t) is a uni-
form random function; r(t) ∈ [0, 1]. It is clear that τij(t)
given above satisfies Assumption 1. In addition, we can
verify by simple computations that condition (19) is satisfied
with Υij = ∆τ

ij = 0.15. The obtained results in this case
are illustrated in Fig. 1-3, where we can see that all systems
synchronize in the presence of time-varying communication
delays. Note that the considered communication delays are
non-differentiable and bounded, however, their upper bounds
are not explicitly required to satisfy the obtained conditions
in this work.

VI. CONCLUSIONS

A multi-dimensional IOS small gain approach has been
used to solve the synchronization problem of Euler-Lagrange
systems in the presence of irregular communication delays.
As a result, conditions are obtained that, in particular, allow
to guarantee the synchronization in the presence of discon-
tinuous possibly unbounded communication delays under the
assumption that the directed communication graph contains a
spanning tree. The simulation results confirm the theoretical
developments. Possible directions for future research include
the extension of these results to the case of parametric
uncertainties, more irregular communication delays and sig-
nificant information losses, as well as synchronization with
prescribed nonzero velocities.
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